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- Johnson - Schechtman '82 used a discretization method to approximate $p$-stable random variables.
- Naor - Zvavitch '01 used truncated $p$-stable random variables.
- Pisier '83 used a completely different approach.
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- Let $\delta, \rho \in(0,1)$.
- We define

$$
\operatorname{Sparse}(\delta)=\left\{\alpha \in \ell_{p}^{n}:|\operatorname{supp}(\alpha)| \leq \delta n\right\}
$$

- We partition $S_{p}^{n-1}$ into two sets with respect to Sparse $(\delta)$ and $\rho$.
- We define the following sets :

$$
\begin{aligned}
& A S(\delta, \rho)=\left\{\alpha \in S_{p}^{n-1}: \operatorname{dist}_{p}(\alpha, \text { Sparse }(\delta)) \leq \rho\right\} \\
& N A S(\delta, \rho)=S_{p}^{n-1} \backslash A S(\delta, \rho)
\end{aligned}
$$

where $A S(\delta, \rho)$ is the $\rho$-enlargement (for the $\ell_{p}^{n}$ metric) of the set of sparse vectors intersected with $S_{p}^{n-1}$.

## Small ball estimate

- For $\alpha \in \operatorname{NAS}(\delta, \rho)$

$$
\mathbb{P}\left\{|T \alpha|_{1} \leq t\right\} \leq\left(c_{p} t\right)^{N}, \quad t>0
$$

- It means $\quad t \leq|T \alpha|_{1} \quad$ w.h.p
- Basic properties of NAS vector
$\exists I \subseteq\{1, \ldots, n\}$ such that $|I| \geq \frac{1}{2} \delta n \rho^{p}$ and $\forall k \in I$ we have

$$
\frac{\rho}{(2 n)^{1 / p}} \leq\left|\alpha_{k}\right| \leq \frac{1}{(\delta n)^{1 / p}} .
$$
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## Small ball estimate

- For $\alpha \in \operatorname{NAS}(\delta, \rho)$

$$
\mathbb{P}\left\{|T \alpha|_{1} \leq t\right\} \leq\left(c_{p} t\right)^{N}, \quad t>0
$$

- It means $\quad t \leq|T \alpha|_{1} \quad$ w.h.p
- Basic properties of NAS vector :
$\exists I \subseteq\{1, \ldots, n\}$ such that $|I| \geq \frac{1}{2} \delta n \rho^{p}$ and $\forall k \in I$ we have
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## Theorem [Multi-dimensional Esseen type inequality]

Let $X$ be a random vector in $\mathbb{R}^{N}$, such that the function

$$
\xi \mapsto \mathbb{E} \exp (i\langle\xi, X\rangle)
$$

belongs to $L_{1}\left(\mathbb{R}^{N}\right)$.
Then for any compact star-shape $K \subset \mathbb{R}^{N}$, for any $t>0$

$$
\mathbb{P}\left\{\|X\|_{K} \leq t\right\} \leq|K|\left(\frac{t}{2 \pi}\right)^{N} \int_{\mathbb{R}^{N}}|\mathbb{E} \exp (i\langle\xi, X\rangle)| d \xi
$$

Remarks

- We generalize the classical Esseen inequality to the multi-dimensional case, and to an arbitrary norm.
- The proof is an application of Fourier analysis.
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## Application

- For $\alpha \in \operatorname{NAS}(\delta, \rho) \quad \mathbb{P}\left\{\left||T \alpha|_{1}\right| \leq t\right\} \leq\left(c_{p} t\right)^{N}$.
- Recall : $\mathbb{P}\left\{\|X\|_{K} \leq t\right\} \leq|K|\left(\frac{t}{2 \pi}\right)^{N} \int_{\mathbb{R}^{N}}|\mathbb{E} \exp (i\langle\xi, X\rangle)| d \xi$. Set $K=N \cdot B_{1}^{N}$ and $X=N \cdot T \alpha$. Then

$$
|T \alpha|_{1}=\|X\|_{K}
$$

- Lemma : For any vector $\alpha \in \operatorname{NAS}(\delta, \rho)$, the function $\xi \mapsto \mathbb{E} \operatorname{exn}(i N\langle\xi, T \alpha\rangle)$, belongs to $L_{1}\left(\mathbb{R}^{N}\right)$. Moreover,

$$
\int_{\mathbb{R}^{N}}|\mathbb{E} \exp (i N\langle\xi, T \alpha\rangle)| d \xi \leq C(p, \delta, \rho)^{N} .
$$
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