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Intro. General Settings

m
M, = Mm,n = ZTayQYOLT

a=1

e m=m,: my/n—cée€(0,00), n— oo
0 75 >0, op(A) =#{rn € A}/m: 0, — o weakly as n — oo

® Yo = (Ya1, - Yan)T €ER", a=1,..,m—iid. random vectors
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Intro. Some Definitions

Normalized Counting Measure (NCM) of eigenvalues {)\E") n, of My
Na(8) = 5{A" € A}/

Linear Eigenvalue Statistic for a given test-function ¢ : R — C:

Nalel = D" o(A") = Trp(M,)
j=1
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Intro. Some Definitions

Normalized Counting Measure (NCM) of eigenvalues {)\E") n, of My
Na(8) = 5{A" € A}/

Linear Eigenvalue Statistic for a given test-function ¢ : R — C:
Nall =3~ (") = Tro(My)
j=1

Stieltjes transform of N,:

sn(2) ://\;:7(_0'2), Imz#0

Let us note that
sn(z) = n71TrG(2),

where G(z) = (M, — zI)~1 is the resolvent of M,,.
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Intro. Convergence of NCM

Theorem (A. Marchenko, L. Pastur (1967)) Let M, = > To¥aYa ', where
e m=m,: my/n—ce(0,00), n— oo,
0 74 >0, opn(A) =8{ra € A}/m: 0,y — o weakly as n — oo,
oy, € R", a=1,..,m are independent uniformly distributed on the unit
sphere random vectors.

Then there exists a non-random probability measure N s.t. we have convergence
in probability
lim N,(A)=N(A), VACR.

n—oo

The Stieltjes transform of N,

s(z):/%, Imz #0,

is uniquely determined by the functional equation
zs(z)=c—-1- C/(l +75(2)) to(dr)

considered in the class of functions analytic in C\R and such that
ImzImf(z) >0, Imz # 0.
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Intro. Convergence of NCM

Theorem (A. Pajor, L. Pastur (2007)) The Marchenko-Pastur theorem remains
valid if My = Y7 7aYaYa ', where {y,}7_; are i.i.d. copies of y:
(]
E{y} =0, E{yy}=dn"", (1)
e for any n X n complex matrix A,, which does not depend on vy,

Var{(A.y,y)} < [|An]|?0,, 00 =0(1), n — . (2)

W
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W

Remark Condition (2) can be replaced with
E{I(Any,¥)°[} < [[Anl[6n, 0 = 0(1), n = o0,

where £° = £ — E{¢}.
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Intro. Convergence of NCM

Theorem (A. Pajor, L. Pastur (2007)) The Marchenko-Pastur theorem remains
valid if My = Y7 7aYaYa ', where {y,}7_; are i.i.d. copies of y:
(]
E{y} =0, E{yy}=dn"", (1)
e for any n X n complex matrix A,, which does not depend on vy,

Var{(A.y,y)} < [|An]|?0,, 00 =0(1), n — . (2)

W

Remark Condition (2) can be replaced with
E{I(Any,¥)°[} < [[Anl[6n, 0 = 0(1), n = o0,

where £° = ¢ — E{¢}.
Remark |If y satisfies (1) and A, does not depend on y, then

E{(A.y,y)} = n1TrA,.
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Intro. Main steps of the proof

My =) TaYa¥a', G(z) = (M, —zl)™", sa(z) = n"'TrG(2),

a=1
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Intro. Main steps of the proof

My =) TaYa¥a', G(z) = (M, —zl)™", sa(z) = n"'TrG(2),
a=1
M5 = Myl r.=o; G (z) = (Mg —z)7Y, sy(z) =n"'TrG(2)

S, —> 7
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Intro. Main steps of the proof

M, = ZTayaqu7 G(Z) = (M,, . z/)il, sn(z) = nflTrG(z)’
a=1
My = MH‘TQ:Oa Ga(Z) = (Mr? — Z/)_l, sﬁ‘(z) = n_lTrGO‘(Z)
Sp — s7

Some ingredients of the proofs: (i) rank-one perturbation formula

TaGYaYa TG~

G—G*=—
1+ 7.(G%asYa)

(i) the mean and variance of a bilinear form
E{(G"Ya,¥a)} = E{s7(2)} = E{sn(2)} + O(n "),
Var{(G*Ya,ya)} < |Tmz[™26,, 8, = 0(1), n— co.

(iii) certain martingale-differences technique used to estimate vanishing. terms.
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E{si(z)} =z *(mn™' —1) - i > E{ 1+ ra(Glaya,ya)}

a=1

January 7, 2015 7/21



E{si(z)} =z *(mn™' —1) - i > E{ 1+ ra(Glaya,ya)}

a=1

= zfl(mn 1+ ran),

_ 1 — 1
- 1) B E; 1 —|—7‘aE{sg‘(z)}(
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E{si(z)} =z *(mn™' —1) - i > E{ 1+ ra(Glaya,ya)}

a=1

m

1 1
nz agl 1+ TQE{sg‘(z)}(

= zfl(mn*1 -1) - 1+ ran),

_ Ta(Gayavya)O _
fan = E{ T Ta(Go‘ya,Ya)} =o0(1), n—oc.
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a=1

m

1 1
nz agl 1+ TQE{sg‘(z)}(

= zfl(mn*1 -1) - 1+ ran),

_ Ta(Gayavya)O _
fan = E{ T Ta(Go‘ya,ya)} =o0(1), n—oc.
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E{si(z)} =z *(mn™' —1) - % > E{ 1+ ra(Glaya,ya)}

a=1

m

S
nz 1 +7‘aE{SO‘( )}

a=1

=z '(mn! - (1+ ran),

_ E{ 7a(G"Ya, ¥a)®
1+ Ta(Ga)’avya

)}:o(l), n— oo.

sz} = 2= — 1) — ez /(1 + rs(z2)) "o (dr) J
Remark
i‘_E{lA}_AEA{Z\}, A° — A—E{A}
G = E{IA} - E?,;}2 + é?:\); et (—1)fA(EA{°/)\;.




Intro. An analog of the Law of Large Numbers

If
PGl = [ POINR(AN) = 3 e(A)

is a normalized linear eigenvalue statistic corresponding to a bounded continuous
test-function ¢ : R — C, then under conditions of the previous theorem we have
in probability:

lim n~Nale] = /ga(A)N(d/\).

m,n—o0,m/n—c
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Intro. An analog of the Law of Large Numbers

If
PGl = [ POINR(AN) = 3 e(A)

is a normalized linear eigenvalue statistic corresponding to a bounded continuous
test-function ¢ : R — C, then under conditions of the previous theorem we have
in probability:

lim n~Nale] = /ga(A)N(d/\).

m,n—o0,m/n—c

What about the limiting probability law for the fluctuations

N7yl = Nale] — E{N,[p]}7?

m,n—o0,m/n—c

Yo—7: N7 [¥] — ? in distribution J
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The bound for the variance of LES

Lemma Let M, = 37| Ta¥aYa . where {y,}7_; are independent copies of
y = {yi}}_; having an unconditional distribution, and

o E{y;} =0, E{yiy}=0d;n"",
0 ayp = E{y}y?} =n?+0(n73), i #j, ra:=E{y'} —3ax2=0(n"?).
Then there exists C > 0 s.t.

Var{N,[¢]} < Cll¢l3.s

where ¢ € Hais = {9 ¢ [[0][3,5 = [(1 + 2[€)2C+D|5(€)[2d€ < oo}
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The bound for the variance of LES

Lemma Let M, = 37| Ta¥aYa . where {y,}7_; are independent copies of
y = {yi}}_; having an unconditional distribution, and

o E{y;} =0, E{yiy}=0d;n"",
0 ayp = E{y}y?} =n?+0(n73), i #j, ra:=E{y'} —3ax2=0(n"?).
Then there exists C > 0 s.t.

Var{N,[¢]} < Cll¢l3.s

where ¢ € Hais = {9 ¢ [[0][3,5 = [(1 + 2[€)2C+D|5(€)[2d€ < oo}

Proposition (M. Shcherbina)

Var(N,[el} < Cyllell [ dne™sr [ Var(sy(x+ i)

— 00
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Definition. We say that a random vector y € R” is a CLT-vector if
E{y;} =0, E{yiy}=d;n"",
its distribution is unconditional, there exist n-independent a, b € R, s.t.

ap=E{yfy’}=n"+an>+o(n?), i#jn— oo,
ks = E{y}} —3a, = bn=2 +o(n7?), n— oo,

and
E{|(Any,¥)°*} < [|Aal[*6s, 6n=O(n"2), n = o0

for any n x n complex matrix A,, which does not depend on y.
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Definition. We say that a random vector y € R” is a CLT-vector if
E{y;} =0, E{yiy}=d;n"",
its distribution is unconditional, there exist n-independent a, b € R, s.t.

ap=E{yfy’}=n"+an>+o(n?), i#jn— oo,
ks = E{y}} — 32y = bn=2 +o(n7?), n— oo,

and
E{|(Any,¥)°*} < [|Aal[*6s, 6n=O(n"2), n = o0

for any n x n complex matrix A,, which does not depend on y.

For example, if x is uniformly distributed on
By = {xeR": ||X||, = (X |x;|P)"/P < 1}, then

_ (1 B(1/p.2/p) )1/2x
0 B(n/p+1,2/p)
is a CLT-vector, and
a=—4p~t, b=T(1/p)[(5/p)F(3/p)"% -3.



CLT (O. Guédon, AL, A. Pajor, L. Pastur (2013))

Theorem Let M, =" _ 7.yaYa ', where
o {y,}T ; are CLT-vectors,
o [7*do(T) < oo

If o € Hs/o1e, € >0, then N2 [p] = Nyf¢] — E{N,[¢]} converges in distribution
to the Gaussian random variable with zero mean and the variance

V]p] = lim

0 272 ‘(’D(M)d’u/(p()\)dA Re [C(Zuvz) - C(Z;MZA)],

where zy = A+1, z, = pu+n,

C(z1,2) = ILm Cov{TrG(z1), TrG(z)}

0°? Az As
= 920% ( —(a+ b)s(z1)s(z2)— As 4+ 21In Az)

zs(z)=c—1- c/(l +75(2)) to(dr), As=s(z)-s(z), Az=2z — 2.
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If 1 =...=7m =1, then N2[¢] = N(0, V[g]) in distribution,
L A0\ (Be— (M= am)(2 — am))dArd,
V= o /a— /L <A)‘> Vi(ar =M —a)y/(ar — M) (e —a)

2
a+b W= am
t ) (/ \/(a+_ (,U—a )du) ) 3)

ar =(1+v<c)? am=1+c,

where

and as before a, b:
a2 =E{yaivait =n?+an?+0(n3), E{ys]}—3a2=>bn""+0(n?).

The expression for V[y] coincides with the known one for the limiting variance of
linear eigenvalue statistics of Sample Covariance matrices, in which a = 0. In
particular, we can get (3) if we suppose that all {y,;}7/_; are i.i.d. random
variables having finite forth moment and

E{}/aj} =0, E{Yaf} =n'+ an_2/2 + O(n_3)a b= E{Ya;‘} - 3E{Yocj2'}2'
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Vectors with a log-concave unconditional distribution

Isotropic random vectors with a log-concave unconditional distribution are almost
CLT-vectors.

Lemma If y € R"” has a log-concave unconditional symmetric distribution and
satisfies

E{y;} =0, E{yiy}=0d;n"",
then
a2 =E{y?y’} =n?+0(n?), rs=E{y}}—3a,=0(n?),
E{I(Any,y)°[?*} < Cl|Anl|*n™P, n — oo

for any n x n complex matrix A,, which does not depend on y.

Definition. The distribution of random vector y € R” is called unconditional if its
components {y; 1 have the same joint distribution as {%y; =1 for any choice of
signs. It is called symmetric if the components {y;}7_; have the same joint
distribution as {y.(;)}7-; for any choice of permutation .
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Tensor Product Version of Sample Covariance Matrices
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Tensor Product Version of Sample Covariance Matrices

Consider random vectors of the form
Y=yMe. oyk e @Rk
where y() . y(k) are i.i.d. copies of a random vector y € R”,
k . ) . .
Y; :yj(ll) X ... X yj(k ), i={n, odkh, 1<ji<n,
k is fixed.
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k is fixed. Let M, be an n* x n* random matrix of the form

A4n ::A4nLnk ::§§:7d\Q;YaT7

a=1
where
e m/nk — ce(0,00), n—o0

0 7, >0, opn(A)=t{rn € A}/m: oy — o weakly as n — o0
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a=1
where
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0 7, >0, opn(A)=t{rn € A}/m: oy — o weakly as n — o0

oY, = &1) R ... ®y&k), and {y&p)}m’k , are i.i.d. random vectors in R”

a,p=

1 k) (1 k
(Mp)y = Zrayj(l) X oo X yj(k )y,(l )% . x y,(k)
a=1
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(1)

Studied by M. Hastings et al as a model of data hiding and correlation scheme of
Quantum Informatics (Ambainis, A., Harrow, A. W., and Hastings, M. B. (2012).

Random tensor theory: extending random matrix theory to random product
states. Commun. Math. Phys., 310 1, 25-74).
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Mn — Z(Tzl TQ'Y(YYQ{Ty YQ‘ = ygl) X ... ® y(k)

Studied by M. Hastings et al as a model of data hiding and correlation scheme of
Quantum Informatics (Ambainis, A., Harrow, A. W., and Hastings, M. B. (2012).
Random tensor theory: extending random matrix theory to random product
states. Commun. Math. Phys., 310 1, 25-74).

Lemma Let Y =y @ ... @ y*) where {y(P)}«__ are i.i.d. copies of random
vector y € R” s.t.

E{y;} =0, E{yy}=0d;n"",

and for any n x n complex matrix A,, which does not depend on vy,

E{I(Any, ¥)°*} < [|Anl[*6n, 85 = O(n™%), n — oo.

K

Then for any nk x nK complex matrix A, which does not depend on y

E{I(AnY, Y)°*} < Cek[| Al [0
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Mn — Z(Tzl Ta‘Ya'YafTv Ya — ygl) X ... & ygk)

Theorem (Convergence of NCM) If {yfxp) 5,75:1 are i.i.d. copies of random
vector y € R” s.t.

E{yj} =0, E{yiy}=0d;n"",

and for any n X n complex matrix A,,, which does not depend on vy,
Var{(A.y,y)} < [|4Anl[*dn, &0 = o(1), n — oo,

then the NCM of M,,, N,(A) = ﬂ{)\,(-") € A}/n*, converges in probability to the
non-random probability measure N defined in the Marchenko-Pastur theorem.
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M, = Z(Tzl Ta‘YaYany Y, = yg) X ... & yg )

Theorem (Convergence of NCM) If {y(p)}(l 'p—1 are i.i.d. copies of random
vector y € R” s.t.

E{yj} =0, E{yiy}=0d;n"",

and for any n X n complex matrix A,,, which does not depend on vy,
Var{(A.y,y)} < [|4Anl[*dn, &0 = o(1), n — oo,

then the NCM of M,,, N,(A) = ﬂ{)\,(-") € A}/n*, converges in probability to the
non-random probability measure N defined in the Marchenko-Pastur theorem.

m,k

Lemma If NV, [p] = Trp(M,), ¢ € Hsjoie, € > 0, and {y(ap Yo pet are ii.d.
copies of random vector y € R” having an unconditional distribution, and

E{y;} =0, E{yy}=0d;n"",
Var{(Any,y)} < Cl|A|*n" ",

then
Var{N,[¢]} = O(kn*™1), n = cc.
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(k)

(1—y£1)® ®Y(1

Theorem (CLT) If ¢ € Hs 040, € >0, [7*do(7) < o0, and {yP)ymk 'y Are iid.
copies of random vector y € R” having an unconditional distribution,
E{)’j} =0, E{yy}=dn"",
=E{/y}=n"?+an"? +o(n7?),
Kg = E{yj }—3a, = bn=2 + o(n’z),
E{|(Any, y)° D} < C[[A,[PEFD =D,

then n(1=%)/2\/°[] converges in distribution to the Gaussian random variable
with zero mean and the variance

Ve = lim 55 [ w)dn [ (A Re [C(z, ) ~ Caue20)],

where zy = A+, z, = p+n,

C(Zl,Zz) (a + b+ 2)82?822 ( (21)5(22)Z>,

zs(z)=c—1- c/(l +75(2)) o (dT).
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(k)

(1—y£1)® ®Y(1

Theorem (CLT) If ¢ € Hs 040, € >0, [7*do(7) < o0, and {yP)ymk 'y Are iid.
copies of random vector y € R” having an unconditional distribution,
E{yj} =0, E{m} = dyn~",
= E{y, Y; } =n?+an 3+ o(n’3),
Ka = E{yj }—3a=bn"?+o0(n"?), at+b+2+#0,
E{I(Any, y)°HD} < CJJA, [P D = (1),

then n(1=%)/2\/°[] converges in distribution to the Gaussian random variable
with zero mean and the variance

Vid = lim 5 [ w)dn [ (A Re [C(z, ) ~ Caue2)],

where zy = A+, z, = p+n,

C(Zl,Zz) (a + b+ 2)82?822 ( (21)5(22)Z>,

zs(z)=c—1- c/(l +75(2)) o (dT).
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(%)

If {y&p) 57’::1 are i.i.d. copies of random vector y uniformly distributed on the unit

sphere in R”, then
a=-2, b=0.

After renormalization we get: n>~%)/2\/°[] converges in distribution to the
Gaussian random variable with zero mean and the variance

Vi = tim 5 [ w)dn [ ()dARe [C(z, ) ~ Caue2)],
where zy = A +1, z, = u+n,
82
02102

Az

C(Zl,ZQ) — (3/((/( — 1)5(21)5(22) As + 2042 In 22) .
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Thank you for your attention
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